Written Exam Economics Summer 2021

Advanced Financial
and Macro Econometrics

Comments on Solution

1 CO-INTEGRATION AND PRICING

Both systems have p = 3.
Model (1.1) has = 2 and therefore p — r = 1 stochastic trend. We can choose

1 0 1

B = _i 1 and [, = 4
0o 3 _16

1 3

Model (1.2) has r = 1 and therefore p — r = 2 stochastic trends. We can choose

1 1 0
b= 0 and b, =] 0 1
—1 1 0

Following the arguments in the lecture note, the solution should find the MA-

solution for the stationary process 3'X;, i.e.

t—1
o =a(fa)’ (Z (I + B'a) e + (I + Fa) ﬁ%) .
i=0
Similarly for S;.

The two systems have three co-integrating relationships. Following the lecture note,
the solution should argue that they are candidates for trading pairs. Whenever the
deviation from equilibrium is non-zero (or significantly non-zero) the agent could
buy the underpriced stock and sell the overpriced stock and wait for reversal to
equilibrium. More details could be given.

Now a system of p = 4 variables, Z; = (14, T3+, Y1+, Y3+)', is considered.

[4.1] In this case 7 = 2. We can choose

1 0 1 0
30 _16

= 16 and [ = 3
b 0 1 AL 0 1
0 -1 0 1



[4.2] Next, we are informed that z;; — ys; is also stationary. We can choose

1 0 1 1

30 _16
B = 165 1 0 and (] = 13

0 -1 -1 1

Ia

[5] Let y3: denote the market portfolio and consider the system for Y; = (y1+, Y24, Y1)

!/

Ayl,t ay 1 Y1,t—1 €1,t O Oz O3
Ay | = | a2 0 Yor—1 || e |, and O = | Oy Oz O
Ay3,t a3 -1 Y3 t—1 €3,t Os1 Oszz Osg

[5.1] The short-run conditional pricing beta for the first asset is

B! — COVt—1(Ay1,t,Ay3,t) _ COVt—1<€1,t763,t) _ O3
¢ Vi (Ay&t) Viaa (63,t) Os3 .

In this case the conditional variance is constant and B} is not time-varying.

By conditioning in the Gaussian distribution, the model y; ¢, yo | Y3+ is

!
Ay a; — wa L -1 et
A ) = wWAY3; + ' ’ 0 You—1 | + i’t )
Yot Qo — wWag 1 y €ot
— 31

where w = O13/033 = B} can be easily estimated.

The OLS estimator in the linear regression
Ayis = AAys s + vy,
is given by

\ = %Zthl Ayr 1 Ays ¢ B %Zle(alb’iﬁ_l + e14)(azb'Yi1 + e3y)

% 25:1(Ay3,t)2 % Z;(%blyt—l +e3)?

The probability limit is given by

E((hbly{eq + 61,15)(@35/3/271 + 63,t) _ ajazy, + O13
E(asb'Yiy + e3,)? 3Ty, + Oss

5\—>p)\:

where Y, is the variance of 0'Y;. For ) to be a consistent estimator of B4,
the requirement is that az = 0, such that the omitted variable, v'Y;_q, is
uncorrelated with the regressor, Ays ;.

[5.2] The solution should explain that according to the CAPM model the pricing
beta, B}, is the relevant measure of risk in a well-diversified portfolio. The
investor is compensated for this systematic risk, while the idiosyncratic risk

can be diversified away and is therefore not priced according to the CAPM.
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[5.3] Because it is market neutral, a pairs-trading portfolio has a zero beta, and in
terms of CAPM it should therefore pay the risk-free rate. One main difference
between CAPM and the pairs-trading strategy is that CAPM is an equilibrium
pricing theory, while pairs-trading strategies tries to identify prices out of

equilibrium.

[6] In the extended case

Ot Orzp Oisy

Ot = O21,t O22,t 023,t
Os1p Osap Ossy
o 0 0 L pio pis o1t 0 0
= 0 o2t O P12 1 pog 0 o9t O
0 0 o34 P13 Poz 1 0 0 o3¢
2
014 P1201t02¢ P1301,t03¢
_ 2
= P1201,t02¢ Ot P2302,t03 ¢
2
P1301,t03t P2302,:03 ¢ O3+

Here the conditional pricing beta is

O134 o 01,

- /713 )
O33,t 03¢

)

Bl =
which is time varying.
[7] The estimates of the model are

Robust Standard Errors (Sandwich formula)
Coefficient Std.Error t-value t-prob

Part: Dyl

Cst(M) 8.817293 0.851552 @.3354 8.7375
lagspread (M) -8.157869 0.825285 -6.212 0.0000
Cst(Vv) 8.928276 ©.882784 11.22 ©.0088
ARCH(Alphal) 8,297931 0.060889 4,893 @,0080
Part: Dy2

Cst(M) -8.844709 0.675182 -8©.5947 8.5524
lagspread (M) 0.820588 ©.832382 0.6374 0.5243
Cst(Vv) 2.822310 9.15978 12.66 ©.0008
ARCH(Alphal) 8.322421 8.868444 4,711 ©.6000
Part: Dy3

Cst(m) -0,0826567 ©.888355 -0.,2328 0.8161
lagspread (M) 8.0814188 ©.839983 8.3556 @.7224
Cst(Vv) 2.376187 9.22266 18.67 ©.0008
ARCH(Alphal) 8.365669 8.867735 5.398 @.0008
Part: Correlation

rho_21 8.791882 0.818362 43,13 8.0080
rho_31 8.760147 ©.820258 37.52 ©.0008
rho_32 8.790171 8.816995 46.49 0.0000
No. Observations : 399 No. Parameters : 15
No. Series : 3 Log Likelihood : -1767.467

The solution should also report estimated conditional variances, covariances and

correlations, noting that the latter are constant by construction.
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The estimated time-varying betas are gives as

‘ Betal —— Betal |

|
f M

lh\,‘ ‘ﬁw ||||w

1.25

—

0.75

il f

i
‘w |

Wn »M

i | |||"1‘~"\l““* A\ HJ -'A

|l|n "J‘l

1 | 1 1 |
0 50 100 150 200 250 300 350 400

The simple multivariate ARCH allows estimation of the time varying betas. The
solution could discuss that a model with constant conditional correlations and
ARCH(1) specifications for the conditional variances may be too simple to model
time-varying betas. With B} = p,301:/03,, all time variation comes from the
relative conditional standard deviations, and they will typically not show very per-
sistent movements. As a result, fluctuations in betas implied by the model are

rather transitory.

2 MULTIVARIATE GARCH-X

[8] Drift criterion:
[8.1] It holds, that

E(1+vulv- =v) = 1+ E (Y)Y, +zfjv1 =v)

= 1+tr(Q) +o02
= (w% + w2+ agys + ary’ + 27x2) + 02
= c+agy; +oanyp + 2927
= ¢+ v Av < ¢+ max (ag, ag, 27) v'v

[8.2] Hence max (ay, g, 27) < 1 is a sufficient condition.

[8.3] AsY/Y; + 2?2 = y3, + y2, + x? the covariance does not change this.

[9] Testing:
[9.1] It follows that

—_

T
—Z log det (€2;) —i—tr{YtYQ 1})
t=1

M
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with 0fr (0) /0y = 121& 1:% Lyt ot — ]+%[y%t/o-%t_l]7 as

O [logdet ()] /0y = 0O [logdet (D})] /0y = 0 [logas, +logas,] /Oy
- [1/‘7% + 1/0375} 7

0 [tl” {Yth,Qt_l}] [Oy = 0 [y%t/aif + ygt/agt} /Oy
= - [yi/ff‘ft + ygt/o-ét} 1‘?—1

Hence

T
Ty
Ol (0) /0v|p—g, = Z [, — 1] + 0t_21 23, — 1]
= oi

t 2t

With &, = 22 1( - ,012 )vec (212, — I3), it follows that &, is a MGD wrt.
Feo1 = {(@e, Yi- k) k> 1} and

TP (o TP 1o ’ Ty Ty
E {O_—Q[th—l}+o_—2|:22t—1:|} ‘ﬂ,l —2 +2

1t 2t ol 1t 05 2t

And, moreover

where m < oo if v > 0 since (z7_,/ a?t)Q < 1/~42. No moment restrictions
needed. Hence just stationarity and ergodicity is sufficient.

[9.2] If the additional "usual" (to be included) reg. conditions hold on information
and third derivatives - this implies that 6 can be reported with standard errors.
However, this does not include the LR test for v = 0 (and t-statistics).

[9.3] When v, = 0, we need F (m;{l) < oo. This is not a further requirement as
under Ass. eXo x; is assumed Gaussian.

[9.4] The LR(y = 0) is asymptotically ”éxf " distributed. Mention e.g.: (a) a9 > 0,
(b) well-known implications (e.g. 5% quantile is the 10% quantile of the x?%)

[10] Bootstrap:
[10.1] With 2, = Q;l/QYQ the estimated residuals, set 2 = 2, — T! Zthl Z, and

empirical V (5¢) = T~ 327, 2¢2¢. Define the standardized residuals (explain

why this is needed)

2° = [empirical V (55)]7"/2 2¢.

A bootstrap-sample {Y;*} can then be constructed as e.g.

Y= ()% 2



10.2]

where z; are sampled from Z; (wild, with replacement etc.), and
Qy = D;/T"D;.

Here, with 0 denoting the restricted estimator (explain why),

1 p * 0
=1 _ p and D] =diag(0};),_;, = 1t ,
p 1 7 0 oy

*2 o~ ~ 2
Oif = Wi + lj_q

with

The LR* statistic for v = 0 is then computed. And as usual, this is repeated
say B = 399 times - more text can be added.
A main issue is if ayg and g equal zero or not (when v, = 0) as this will

affect the limiting distribution.



